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What is Meta-Analysis?

“the statistical analysis of a large collection 
of analysis results from individual studies for 

the purpose of integrating the findings” 
(Glass, 1976)
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“Data Collection”



Where to start…

• Identify a topic
• Be realistic
• Team

• Keywords
• Report on the keywords you used, “finney schraw current statistics self-efficacy”, 

“current statistics self-efficacy CSSE” “CSSE”

• Boolean logic
• Statistical self-efficacy OR
• Statistical confidence OR
• Statistical anxiety OR
• Statistical self-belief OR

• Statistical education* OR
• Statistical learning OR



“Data Collection”

• Identify a popular database within your field to comb through the 
studies.

• Google Scholar

• Web of Science 

• PsycINFO 

• Pubmed/Medline

• Dates 
• (October 2025-December 2025)

• “Natural” cutoffs





PICOT

• To include the studies there needs to be a similarity in the studies.

• Suggested models for this:

• PICOT (PCR Online, n. d.) 
• Populations

• Intervention

• Comparison

• Outcome

• Time frame

https://www.pcronline.com/PCR-Publications/Joint-EAPCI-PCR-Journal-Club/2021/Methodologies/PICOT-and-SWOT


Meta-Analysis Type What It Combines Typical Use

Mean difference Raw continuous scores Common outcomes

OR/RR/RD Binary outcomes Clinical, epidemiology

Correlation/Fisher’s z r values Psych & education

Proportion Prevalence rates Public health

Reliability generalization α, ω, ICC Measurement studies



Guidelines

• PRISMA: Preferred Reporting Items for Systematic reviews 
and Meta-Analysis (PRISMA)

• Tricco et al. (2018f). PRISMA extension for scoping 
reviews (PRISMA-ScR)

• PRISMA-IPD for individual, participant data meta-
analyses

• PRISMA-NMA for network meta-analyses.



Reliability Generalization

• Reliability generalization is a type of meta-analysis

• Focus on the reliability estimates, usually Cronbach’s alpha, vary 
when the test is applied to different samples (Sanchez-Meca et al., 
2019)



• REGEMA: REliability 
GEneralization Meta-Analysis

• Sánchez‐Meca et al. (2021)
• Full text empirical references 

assessed

• Excluded + reason

• Records not recovered by ILL

• Empirical references included in 
the meta-analysis





Resource
Covidence 



“Data Collection”

• Emailing authors to share data.
• Open Science Framework: https://osf.io/

• Journal and/or universities databases

• Store digital copies in a reliable place. Things disappear from 
the internet.

• Journal Articles, conference proceedings, posters, etc.

https://osf.io/


Effect Size

• Effect sizes are a statistical measure that attempts to represent the 
magnitude or strength of the relationship (Cohen, 1977).

• Each statistical method will have its own effect size.

Effect Size

T-test Cohen’s d, Hedges’s g

ANOVA 𝜂2, 𝜂𝑝
2

Correlation/Regression r, R2

Chi-squares Cramer’s V, 𝜙



Effect sizes: Common Issues

• Not reported or reported from previous study.

• Calculate your own effect size from article information



Example

𝜂𝑝
2 =

𝑆𝑆𝐸𝐹𝐹𝐸𝐶𝑇

𝑆𝑆𝐸𝐹𝐹𝐸𝐶𝑇+ 𝑆𝑆𝑅𝐸𝑆𝐼𝐷𝑈𝐴𝐿𝑆
 , 𝜂 =

𝑆𝑆𝐸𝐹𝐹𝐸𝐶𝑇

𝑆𝑆𝑅𝐸𝑆𝐼𝐷𝑈𝐴𝐿𝑆



Example

Hsiao & Chiang (2011)

𝑑 =
ത𝑋1 − ത𝑋2

𝑠1
2 + 𝑠2

2

2

 Means and SD for each group
 Sample size 

Best resource for effect sizes Cohen (1988) book, but I also recommend this (open access) paper by 
Durlak (2009)



Resource
Effect Size

• Books

• Borenstein et al. (2021) .
• Cohen (1988).
• Ellis (2010).

• Article
• Durlak (2009) 



Coding Process



Descriptive Information

Chiesi et al. (2011)



Drew & Chillon, 2014



Effect Size





Coding Sheet Example





Moderator Variables

• Explains when or for whom X 
affects Y.

Work 

Experience
Salary

Gender



Conducting a Meta-Analysis



Resource
Software 

• There is specialized software for 
meta-analysis:
• Open Meta
• Meta-Essentials

• R, it’s free and open source
• Meta, metafor, meta-package

• Jamovi. Also free and open 
source.

• Uses the same package, metafor. 

• SPSS



Interrater Agreement

• Measure of consistency between two (or more) raters.

• How to assess it? Cohen’s Kappa

• For there or more raters? Fleiss Kappa

• Data need to be in long format









Kappa Interpretation

Kappa Value Interpretation

-1.00,0.0 No agreement

0.00, 0.20 Poor agreement

0.21, 0.40 Fair agreement

0.41, 0.75 Moderate agreement

0.76, 0.80 Excellent agreement

Landis and Koch (1977)



Resource
R Code

install.packages("irr")

library(irr)

# Example data

ratings <- data.frame(

  rater1 = c(3, 3, 2, 3, 4, 4),

  rater2 = c(3, 3, 3, 1, 2, 4)

)

# Cohen's Kappa

kappa2(ratings)

• Kappa Calculation & Interpretation

• McHugh (2012)

• Landis and Koch (1977)









Forest Plot
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Funnel Plot



Funnel Plot

• A funnel plot tells you about the variability (standard error) 
of the individual studies against the mean effect size.

• As the study size increases the SE approaches zero.

• Assumes the plot should be symmetrical (that there are as 
many studies above / below the mean effect size)

• Lack of symmetry can suggest publication bias, or ”small study” 
bias
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Outliers









• Tau
• Estimated SD of the population effect sizes.

• 𝜏 = 0 means all studies share the same population effect sizes 

• Larger 𝜏 greater spread in the population effect sizes 

• 𝜏 expressed in the units of the effect size.

• Tau Squared
• The between-study variance 

• .0011 is VERY SMALL indicates that the effect size variability is minimal



• I² statistic

• The percentage of variation across studies that is due to heterogeneity rather 
than chance

• "How much of the variability in effect sizes is because studies are actually different, and not 
just random noise?"

• I² is an intuitive and simple expression of the inconsistency of studies’ results.

• H² statistic
• The observed variance among studies is 81 times greater than what we would expect if all 

studies shared the same population effect size.

• H² = 1 No excess heterogeneity



I² Value Interpretation

0–25% Low heterogeneity

25–50% Moderate heterogeneity

50–75% Substantial heterogeneity

75–100% Considerable heterogeneity

Higgins et al. (2003)



• Cochran’s Q
• Classical measure of heterogeneity

• Ho: the true effect size is the same across studies and variations are 
simply caused by chance.

• Small Q means low heterogeneity
• effects are similar across studies 

• Large Q means heterogeneity present
• studies differ more than expected 



Fixed Effects vs Random Effects

• Fixed Effects
• conduct if it is reasonable to 

assume underlying effect size is 
SAME for all studies

• Test: test of heterogeneity
• Pooling
• If significant, go for random 

effects model

• If there is very little variation 
between trials then I² will be low 
and a fixed effects model might 
be appropriate.

• Random Effects
• Conduct if test of heterogeneity is 

significant.
• Q:  p < .05

• Assumes outcome comes from a 
normal distribution

• More practical



Ho: 𝜃 = 0
Ha: 𝜃 ≠ 0



R Code



R Code

library(metafor)

metadat <- read.csv("~/Library/CloudStorage/OneDrive-
NewMexicoStateUniversity/Research/CSSE Meta-Analysis/APA 
2025/APA 2025 Poster.csv")

metadat$z_alpha <- atanh(metadat$Reliabilitity.Overall) 

metadat$var_z_alpha <- 1 / (metadat$N - 3)

res <- rma(yi = z_alpha, vi = var_z_alpha,

           mods = ~metadat$Gender+ metadat$Language + metadat$Age, 

           data = metadat, method = "REML")







H₀: All moderator coefficients = 0
Moderators have no effect on reliability 



Issues in 
Meta-

Analyses

Published studies

The drawer problem

Fail Safe N



Fail Safe N 
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